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Motivation

The numerical solution of PDEs arises everywhere in simulation, but...

solving PDEs accurately can be slow.

solving PDEs fast can be inaccurate.

Methods that are both fast and accurate
are essential for large-scale simulation.

Fast Ñ optimal complexity
Time to solution is proportional to number of unknowns (up to log factors).

Accurate Ñ spectrally accurate
Discretization error is limited only by smoothness of input and output functions.
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Overview

An optimal complexity spectral element method
§ Poisson on a rectangle
§ Poisson on a quadrilateral
§ Towards a spectral element method

Discontinuous Galerkin methods
§ Eulerian fluid-structure interaction
§ Elliptic problems
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An optimal complexity spectral element method
Motivation

hp-adaptive spectral element methods exist in theory but not in practice.

If we have an optimal complexity spectral element method, then h and p can be
chosen based on physical considerations only.

h-refinement is good for:
corner singularities
discontinuities/shocks

p-refinement is good for:
smooth solutions
advection-dominated fluid flow
high-frequency acoustic scattering
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An optimal complexity spectral element method
The elements of an element method

An element solver (local)
An interface solver (global)

If we can solve for the interfaces,
the elements decouple!

boundary
interface

element
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Poisson on a rectangle
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Introduction
A long-standing question

Consider Poisson’s equation on r´1,1s2 with homogeneous Dirichlet conditions,

uxx ` uyy “ f , px , yq P r´1,1s2, up˘1, ¨q “ up¨,˘1q “ 0.

The classic fast Poisson solver using finite differences:

KX ` XK “ F
loooooooomoooooooon

solve with FFT, Opp2 log pq

, K “
1
h2

»

—

—

—

–

2 ´1

´1 . . . . . .
. . . . . . ´1

´1 2

fi

ffi

ffi

ffi

fl

[Buzbee et al, 1970]

Based on structured eigenvectors
Complexity increases with order of accuracy

breaks down for spectral

Can we make a spectrally-accurate
Poisson solver with Opp2 log pq complexity?
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A clever choice of basis
The ultraspherical polynomials

Dirichlet on r´1,1s ÐÑ Pick a basis that vanishes at ˘ 1

The classical orthogonal polynomials, fk , satisfy

Apxqf 2k pxq ` Bpxqf 1k pxq “ qk fkpxq, x P r´1,1s.

The second derivative of p1 ´ x2qCpλqk pxq is given by

B2

Bx2

”

p1 ´ x2
qCpλqk pxq

ı

“ p1 ´ x2
qCpλqk

2

pxq ´ 4xCpλqk

1

pxq ´ 2Cpλqk pxq.

Idea: Choose λ “ 3
2
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A clever choice of basis
The ultraspherical polynomials

B2

Bx2

”

p1 ´ x2
qCp3{2qk pxq

ı

“ ´pkpk ` 3q ` 2qCp3{2qk pxq.

Cp3{2qk pxq is an eigenfunction of the differential operator u ÞÑ B2

Bx2 p1 ´ x2qu

∇2
”

p1 ´ x2
qp1 ´ y2

qCp3{2qj pxqCp3{2qk pyq
ı

“ ´ pjpj ` 3q ` 2qp1 ´ y2
qCp3{2qj pxqCp3{2qk pyq

´ pkpk ` 3q ` 2qp1 ´ x2
qCp3{2qj pxqCp3{2qk pyq.

Therefore, represent the solution in the basis

upx , yq «
m´1
ÿ

j“0

n´1
ÿ

k“0

Xjkp1 ´ x2
qp1 ´ y2

qCp3{2qj pxqCp3{2qk pyq, px , yq P r´1,1s2.
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A clever choice of basis
Can we “diagonalize” Poisson?

∇2u “ f

We know the action of ∇2 on this basis:

∇2
”

p1 ´ x2
qp1 ´ y2

qCp3{2qj pxqCp3{2qk pyq
ı

“

scale
hkkkkkkkkikkkkkkkkj

´pjpj ` 3q ` 2q

multiply
hkkkikkkj

p1 ´ y2
qCp3{2qj pxqCp3{2qk pyq

´pkpk ` 3q ` 2q
looooooooomooooooooon

scale

p1 ´ x2
q

looomooon

multiply

Cp3{2qj pxqCp3{2qk pyq.

pentadiagonal

[NIST DLMF, 18.9.7-8]

diagonal

pentadiagonal
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The Alternating Direction Implicit (ADI) method
(for solving matrix equations) [Wachspress, 1987]

TX ` XT T
“ F

Based on structured eigenvalues
Optimal parameters known [Lu & Wachspress, 1991] still works for spectral

set X0 “ 0

pick shift parameters pj

for j “ 0, . . . , J

solve Xj`1{2pT T
` pj Iq “ F ´ pT ´ pj IqXj

solve pT ` pj IqXj`1 “ F ´ Xj`1{2pT T
´ pj Iq

,

.

-

Thomas algorithm
Opp2q

?

If eigenvalues of T lie in ra,bs, then for 0 ă ε ă 1,
}X ´ XJ}2

}X }2
ď ε when J ą

1
π2 log

4b
a

log
4
ε

[Lu & Wachspress, 1991]
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Gershgorin’s circle theorem
Bounding the eigenvalues

Theorem
Every eigenvalue of a complex n ˆ n matrix A lies within at least one disc
centered at aii of radius

ÿ

j‰i

|aij |.
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0.02

Op1q
never crosses origin

Opp
´4 q
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J „ O
ˆ

log p log
1
ε

˙
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A fast spectrally-accurate Poisson solver

For a given error tolerance 0 ă ε ă 1: Cost

1. Compute Cp3{2q coefficients of f Opp2plog pq2 log 1{εq [Hale & Townsend, 2014]

2. Solve matrix equation using ADI
§ Opp2q per iteration
§ Oplog p log 1{εq iterations

3. Convert solution to Chebyshev Opp2plog pq2 log 1{εq [Hale & Townsend, 2014]

Opp2 log p log 1{εq

Opp2plog pq2 log 1{εq
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A similar method in 1979
...but a different conclusion!

“The accurate solution of Poisson’s equation by expansion in Chebyshev polynomials”
[Haidvogel & Zang, 1979]

Dale Haidvogel

D2X ` XDT
2 “ F

Chebyshev
differentiation

inverse is tridiagonal

no bound on iterations

Concluded ADI is too slow to be practical!

10
1

10
2

10
3

10
-2

10
0

10
2

p

tim
e

(s
)

ADI, O
pp

2 plo
g pq

2 q

lya
p,
Op

p
3 q

Dan Fortunato @ Harvard 13/57



A similar method in 1979
...but a different conclusion!

“The accurate solution of Poisson’s equation by expansion in Chebyshev polynomials”
[Haidvogel & Zang, 1979]

Dale Haidvogel

D2X ` XDT
2 “ F

Chebyshev
differentiation

inverse is tridiagonal

no bound on iterations

Concluded ADI is too slow to be practical!

10
1

10
2

10
3

10
-2

10
0

10
2

p

tim
e

(s
)

ADI, O
pp

2 plo
g pq

2 q

lya
p,
Op

p
3 q

Dan Fortunato @ Harvard 13/57



A similar method in 1979
...but a different conclusion!

“The accurate solution of Poisson’s equation by expansion in Chebyshev polynomials”
[Haidvogel & Zang, 1979]

Dale Haidvogel

D2X ` XDT
2 “ F

Chebyshev
differentiation

inverse is tridiagonal

no bound on iterations

Concluded ADI is too slow to be practical!

10
1

10
2

10
3

10
-2

10
0

10
2

p

tim
e

(s
)

ADI, O
pp

2 plo
g pq

2 q

lya
p,
Op

p
3 q

Dan Fortunato @ Harvard 13/57



A similar method in 1979
...but a different conclusion!

“The accurate solution of Poisson’s equation by expansion in Chebyshev polynomials”
[Haidvogel & Zang, 1979]

Dale Haidvogel

D2X ` XDT
2 “ F

Chebyshev
differentiation

inverse is tridiagonal

no bound on iterations

Concluded ADI is too slow to be practical!

10
1

10
2

10
3

10
-2

10
0

10
2

p

tim
e

(s
)

ADI, O
pp

2 plo
g pq

2 q

lya
p,
Op

p
3 q

Dan Fortunato @ Harvard 13/57



Additional features

Alex Townsend Heather Wilber

low-rank RHS ñ low-rank solution

Our fast solver can also...

X exploit low rank right-hand sides using factored ADI
X handle arbitrary Dirichlet BCs
X handle more complex BCs (e.g. Neumann)
X apply to other strongly elliptic PDEs with nice spectra

Coming soon to Chebfun2!
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Poisson on a quadrilateral
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Poisson on a quadrilateral
A change of variables

Idea: Transform to r´1,1s2 and discretize using a sparse spectral method

px , yq
Poisson
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Poisson on a quadrilateral
A change of variables

Idea: Transform to r´1,1s2 and discretize using a sparse spectral method

px , yq
Poisson

pξ, ηq

not Poisson

uxx ` uyy “ f uξξpξ
2
x ` ξ

2
y q ` 2uξηpξxηx ` ξyηy q ` uηηpη

2
x ` η

2
y q

` uξpξxx ` ξyy q ` uηpηxx ` ηyy q “ f̃
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Poisson on a quadrilateral
A change of variables

Idea: Transform to r´1,1s2 and discretize using a sparse spectral method

px , yq
Poisson

pξ, ηq

not Poisson

A1XBT
1 ` A2XBT

2 “ F
k
ÿ

i“1

AiXBT
i “ F̃

splitting rank 2 splitting rank k
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Poisson on a quadrilateral
A change of variables

We can rewrite the matrix equation
k
ÿ

i“1

AiXBT
i “ F

as a system of equations by introducing constraints:
k
ÿ

i“1

AiXiBT
i “ F , X1 “ ¨ ¨ ¨ “ Xk

In matrix form this is
»

—

—

—

—

—

–

I ´I
. . . . . .

I ´I

B1 b A1 B2 b A2 ¨ ¨ ¨ Bk b Ak

fi

ffi

ffi

ffi

ffi

ffi

fl

»

—

—

—

—

—

–

X1p:q

X2p:q
...

Xk p:q

fi

ffi

ffi

ffi

ffi

ffi

fl

“

»

—

—

—

—

—

–

0
...

0

F p:q

fi

ffi

ffi

ffi

ffi

ffi

fl
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Poisson on a quadrilateral
A change of variables

Note that we can multiply this matrix by a vector fast without ever forming it,
since Ai and Bi are sparse, almost-banded matrices.

»

—

—

—

—

—

–

I ´I
. . . . . .

I ´I

B1 b A1 B2 b A2 ¨ ¨ ¨ Bk b Ak

fi

ffi

ffi

ffi

ffi

ffi

fl

»

—

—

—

—

—

–

X1p:q

X2p:q
...

Xk p:q

fi

ffi

ffi

ffi

ffi

ffi

fl

“

»

—

—

—

—

—

–

0
...

0

F p:q

fi

ffi

ffi

ffi

ffi

ffi

fl

This motivates us to use an iterative Krylov method.

To obtain convergence independent of p, we will need a good preconditioner.
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Preconditioning

Finding a good preconditioner to solve a given sparse linear system is
often viewed as a combination of art and science.

— Yousef Saad
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Preconditioning

Note that the block LU decomposition of the matrix is easy to compute:
»

—

—

—

—

—

–

I ´I
. . . . . .

I ´I

B1 b A1 B2 b A2 ¨ ¨ ¨ Bk b Ak

fi

ffi

ffi

ffi

ffi

ffi

fl

“

»

—

—

—

—

—

—

–

I
. . .

I

B1 b A1

2
ÿ

i“1

Bi b Ai ¨ ¨ ¨

k
ÿ

i“1

Bi b Ai

fi

ffi

ffi

ffi

ffi

ffi

ffi

fl

»

—

—

—

—

—

–

I ´I
. . . . . .

. . . ´I
I

fi

ffi

ffi

ffi

ffi

ffi

fl
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Preconditioning

Note that the block LU decomposition of the matrix is easy to compute:
»

—

—

—

—

—

–

I ´I
. . . . . .

I ´I

B1 b A1 B2 b A2 ¨ ¨ ¨ Bk b Ak

fi

ffi

ffi

ffi

ffi

ffi

fl

«

»

—

—

—

–

I
. . .

I
B1 b A1 B1 b A1 ¨ ¨ ¨ B1 b A1

fi

ffi

ffi

ffi

fl

»

—

—

—

—

—

–

I ´I
. . . . . .

. . . ´I
I

fi

ffi

ffi

ffi

ffi

ffi

fl

“ P

P´1v can be computed in Opp2kq time.
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Preconditioning

Does it work?
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Poisson on a convex polygon
A simple decomposition

Duffy transform? Introduces singularity

Instead, divide any convex k -polygon into k quadrilaterals
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An optimal complexity spectral element method
The elements of an element method

X An element solver (local)
An interface solver (global)

boundary
interface

element
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The Schur complement method

Suppose we wish to solve a PDE Au “ f on two glued squares:

Γ

Ω1 Ω2

We can separate the interface unknowns from the subdomain interiors and write
the PDE as

»

–

A11 A1Γ
A22 A2Γ

AΓ1 AΓ2 AΓΓ

fi

fl

»

–

u1
u2
uΓ

fi

fl “

»

–

f1
f2
fΓ

fi

fl

which ensures continuity and continuity of the derivative across Γ with

AΓ˚ “ evaluate normal derivative, A˚Γ “ inject boundary data
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The Schur complement method

Suppose we wish to solve a PDE Au “ f on two glued squares:

Γ

Ω1 Ω2

We can find the values on the interface by solving the smaller system

ΣuΓ “ fΓ ´ AΓ1A´1
11 f1 ´ AΓ2A´1

22 f2
where

Σ “ AΓΓ ´ AΓ1A´1
11 A1Γ ´ AΓ2A´1

22 A2Γ

is called the Schur complement of AΓΓ. Once we know uΓ we can find the
interior values by solving

A11u1 “ f1 ´ A1ΓuΓ, A22u2 “ f2 ´ A2ΓuΓ
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The Schur complement method

Suppose we wish to solve a PDE Au “ f on two glued squares:

Γ

Ω1 Ω2

The inverse operator is therefore

A´1
“

»

–

I ´A´1
11 A1Γ

I ´A´1
22 A2Γ
I

fi

fl

»

–

A´1
11

A´1
22

Σ´1

fi

fl

»

–

I
I

´AΓ1A´1
11 ´AΓ2A´1

22 I

fi

fl

where Σ “ AΓΓ ´ AΓ1A´1
11 A1Γ ´ AΓ2A´1

22 A2Γ
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The Schur complement method

The inverse can be factored as

A´1
“

»

–

A´1
11

A´1
22

I

fi

fl

»

–

I ´A1Γ
I ´A2Γ

I

fi

fl

»

–

A11
A22

Σ´1

fi

fl

»

–

I
I

´AΓ1 ´AΓ2 I

fi

fl

»

–

A´1
11

A´1
22

I

fi

fl

“

»

–

A´1
11

A´1
22

I

fi

fl

»

–

I ´A1Γ
I ´A2Γ

I

fi

fl

»

–

I
I

Σ´1

fi

fl

$

&

%

I `

»

–

I
I

´AΓ1 ´AΓ2 I

fi

fl

»

–

A´1
11

A´1
22

I

fi

fl

,

.

-

«

»

–

A:11
A:22

I

fi

fl

»

–

I ´A1Γ
I ´A2Γ

I

fi

fl

»

–

I
I

Σ:

fi

fl

$

&

%

I `

»

–

I
I

´AΓ1 ´AΓ2 I

fi

fl

»

–

A:11
A:22

I

fi

fl

,

.

-

where : denotes an approximate inverse.

This extends naturally to k subdomains.
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The Schur complement method
An algorithm

1 Solve subproblems: A11û1 “ f1
...

Akk ûk “ fk

,

/

/

.

/

/

-

zero Dirichlet BCs

2 Solve interface problem: ΣuΓ “ fΓ ´ AΓ1û1 ´ ¨ ¨ ¨ ´ AΓk ûk .

3 Solve subproblems: A11u1 “ f1
...

Akkuk “ fk

,

/

/

.

/

/

-

uΓ Dirichlet BCs

We have a fast solver for 1 & 3 . Note that 1 & 3 can be parallelized as well.
It remains to solve 2 fast.
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The Schur complement method
An algorithm

Note that we can apply Σ to a vector fast without explicitly constructing it since

ΣuΓ “ pAΓΓ ´ AΓ1A´1
11 A1Γ ´ ¨ ¨ ¨ ´ AΓkA´1

kk AkΓquΓ

“ AΓΓuΓ ´ D2N1puΓq ´ ¨ ¨ ¨ ´ D2Nk puΓq

where D2Ni is the Dirichlet-to-Neumann map for subdomain i , which does:

Solve Aiiui “ 0 with uΓ Dirichlet BC
Evaluate the normal derivative of ui on Γ

D2NipuΓq takes Opp2 log pq and AΓΓuΓ takes Opp2q. We wish to solve

ΣuΓ “ fΓ ´ AΓ1û1 ´ ¨ ¨ ¨ ´ AΓk ûk

approximately via an iterative method, and use it to design a preconditioner for
the global problem, A: « A´1.
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Evaluate the normal derivative of ui on Γ

D2NipuΓq takes Opp2 log pq and AΓΓuΓ takes Opp2q. We wish to solve

ΣuΓ “ fΓ ´ AΓ1û1 ´ ¨ ¨ ¨ ´ AΓk ûk

approximately via an iterative method, and use it to design a preconditioner for
the global problem, A: « A´1.
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An optimal complexity spectral element method
The elements of an element method

X An element solver (local)
? An interface solver (global)

Need a good preconditioner for Σ!

boundary
interface

element
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ultraSEM
An open-source spectral element library

Optimal complexity in h and p: Opp2{h2q

True, automatic hp-adaptivity (without concern of ill-conditioning or cost)
Solution of uniformly elliptic PDEs with general boundary conditions
High accuracy on elements independent of their aspect ratio
Ability to handle unstructured meshes of arbitrary convex polygons
High parallelizability
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ultraSEM
An open-source spectral element library

import ultraSEM

mesh = ultraSEM.mesh(pts, tri) # create mesh
pdo = ultraSEM.pdo(1, 0, 0) # define Poisson
f = 1
bc = 0

S = ultraSEM.solver(mesh, pdo) # build the solver
u = S.solve(f, bc) # solve the PDE
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Discontinuous Galerkin methods
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Discontinuous Galerkin?
What is it? Why would I use it?

“finite volume”
Discontinuous + “finite element”

Galerkin

Complex
geometry

High-order accuracy
and hp-adaptivity

Explicit semi-
discrete form

Stability for
conservation laws

Elliptic
problems

FD ˆ X X X X

FV X ˆ X X (X)

FEM X X ˆ ˆ X

DG X X X X (X)
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Eulerian fluid-structure interaction
Motivation

The natural choices for fluid and solid representation conflict:

Fluid simulation

Interested in velocity
§

§

đ

Track on fixed grid

Eulerian

Solid simulation

Interested in displacement
§

§

đ

Move mesh with material

Lagrangian

?
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Eulerian fluid-structure interaction
The reference map technique

The motion function χ maps the undeformed reference state to the deformed
state:

x “ χpX , tq

Eulerian conservation of mass:

ρt “ u ¨∇ρ ´ ρ∇ ¨ u

Euler conservation of momentum:

ut “ ´u ¨∇u ´
∇ ¨ σ ` ρg

ρ

The deformation gradient is then

F pX , tq “
BχpX , tq
BX
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Eulerian fluid-structure interaction
The reference map technique

Define the reference map ξ to map the deformed state to the reference state:

X “ ξpx , tq “ χ´1
px , tq

Then we can write the deformation gradient as

F pξpx , tq, tq “ p∇ξpx , tqq´1

Large deformation constitutive relations can be simulated since ξ Ñ F Ñ σ.

The original location of a material point never changes, so ξ obeys

ξt ` u ¨∇ξ “ 0

Interface between solid and fluid is tracked by a level set but phase change is
blurred. A transition zone between the two allows for simpler computations.
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Eulerian fluid-structure interaction
The reference map technique
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Eulerian fluid-structure interaction
Current limitations

finite differences
‚ high-order accuracy possible but not practical as stencil size increases

interface is blurred
‚ relies on grid refinement for accuracy

requires extrapolation of reference map outside of the solid
‚ can lead to artifacts

Can we use discontinuous Galerkin methods instead?
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Implicit mesh DG
A new hope

Traditional DG methods rely on an unstructured mesh to capture geometry.

Robert Saye

For an Eulerian method, we’d like to:
store unknowns on a fixed background grid
represent geometry using implicitly defined level sets

Can DG do this?

Yes!
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Implicit mesh DG
A new hope

Traditional DG methods rely on an unstructured mesh to capture geometry.

Robert Saye

For an Eulerian method, we’d like to:
store unknowns on a fixed background grid
represent geometry using implicitly defined level sets

Can DG do this? Yes!
Elements are defined based on level sets

[Saye, 2016]

Dan Fortunato @ Harvard 38/57



Implicit mesh DG
A new hope

Traditional DG methods rely on an unstructured mesh to capture geometry.

Robert Saye

For an Eulerian method, we’d like to:
store unknowns on a fixed background grid
represent geometry using implicitly defined level sets

Can DG do this? Yes!

High-order quadrature rules are computed based on 1D root-finding

[Saye, 2015]
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Discontinuous Galerkin
Notation

Given a mesh Th, we introduce the following approximation spaces:

W p
h “

 

w P L2
pThq : w |K P Pp

pK q @ K P Th
(

V p
h “

 

v P
“

L2
pThq

‰d
: v |K P

“

Pp
pK q

‰d
@ K P Th

(

Lagrange basis

The L2 inner products over an element K are given by

pw , vqK “
ż

K
wv , pw ,vqK “

d
ÿ

i“1

pwi , viqK , xη, µyBK “

ż

BK
ηµ,

and we define inner products over the mesh as

pw , vqTh “
ÿ

KPTh

pw , vqK , pw ,vqTh “
ÿ

KPTh

pw ,vqK , xη, µyTh “
ÿ

KPTh

xη, µyBK .
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Eulerian fluid-structure interaction
A discontinuous Galerkin method

We wish to solve the reference map equation

ξt ` u ¨∇ξ “ 0 (1)

for ξpx , tq using DG, where for now we assume that u “ upxq is given. We can
write (1) in conservative form as

ξt `∇ ¨ puξq “ p∇ ¨ uqξ

or, more explicity,

Bξ1

Bt
`∇ ¨ puξ1q “ p∇ ¨ uqξ1

Bξ2

Bt
`∇ ¨ puξ2q “ p∇ ¨ uqξ2
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Eulerian fluid-structure interaction
A discontinuous Galerkin method

Let K be an element in a mesh Th. To derive the weak form, we multiply by a
test function w P W p

h and integrate by parts to obtain:
ˆ

Bξ1

Bt
,w

˙

K
´ puξ1,∇wqK ` xuξ1 ¨ n,wyBK “ pp∇ ¨ uqξ1,wqK

ˆ

Bξ2

Bt
,w

˙

K
´ puξ2,∇wqK ` xuξ2 ¨ n,wyBK “ pp∇ ¨ uqξ2,wqK

We now make the following approximations:
Replace ξ with ξh P V p

h in the bulk

Replace uξ with a numerical flux yuξh on the boundary
Define yuξh in terms of ξh

Sum over all elements K P Th
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Eulerian fluid-structure interaction
A discontinuous Galerkin method

Find ξh P V p
h such that

˜

Bξ1
h
Bt
,w

¸

Th

´

´

uξ1
h ,∇w

¯

Th

`

A

yuξ1
h ¨ n,w

E

BTh

“

´

p∇ ¨ uqξ1
h ,w

¯

Th

˜

Bξ2
h
Bt
,w

¸

Th

´

´

uξ2
h ,∇w

¯

Th

`

A

yuξ2
h ¨ n,w

E

BTh

“

´

p∇ ¨ uqξ2
h ,w

¯

Th

for all w P W p
h . To complete the method, we still need to define the numerical

flux yuξh. A natural choice for linear convection is the upwind flux:

yuξh “
1
2
pu ¨ nqpξ`h ` ξ´h q `

1
2
|u ¨ n|pξ`h ´ ξ´h q

where ξ˘h denotes the solution on neighboring elements K˘ of each face in BTh.
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Eulerian fluid-structure interaction
An incompressible test case

Consider the incompressible velocity field

upx , tq “
ˆ

b sin ax cos by sin ct
´a cos ax sin by sin ct

˙

Since u is incompressible, the right-hand side of (1) drops out. So we wish to
solve

ξt `∇ ¨ puξq “ 0

with initial condition ξpx ,0q “ x .

Dan Fortunato @ Harvard 43/57



Eulerian fluid-structure interaction
An incompressible test case

It can be shown that an exact solution is given by

ξpx , tq “
ˆ1

a cos´1 pkpxq cdpψpx , tqqq
1
b cos´1 pkpxq snpψpx , tqqq

˙

where ψ “ F pφ, kq ` abp1´cos ctq
c , k “

a

1´ sin2 ax sin2 by, φ “ sin´1 cos by
k , cd & sn are

Jacobi elliptic functions, and F is the incomplete elliptic integral of the first kind.
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Eulerian fluid-structure interaction
An incompressible test case

Exact solution Computed solution
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Eulerian fluid-structure interaction
What about the fluid?

Incompressible Navier-Stokes:

ρ put ` u ¨∇uq “ ´∇p ` µ∇2u ` f , in Ω, (2)
∇ ¨ u “ 0, in Ω. (3)

solid coupling

We’d like to advance (2) in time while maintaining (3).

Projection method:

1. Compute an intermediate velocity u˚:
u˚ ´ un

∆t
“ ´pun

¨∇qun
` µ∇2u `

f
ρ

2. Solve for the pressure that will maintain (3): ∇ ¨

ˆ

∇pn`1

ρ

˙

“
∇ ¨ u˚

∆t

3. Compute un`1 to be divergence-free:
un`1 ´ u˚

∆t
“ ´

∇pn`1

ρ
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Eulerian fluid-structure interaction
What about the fluid?

We’d like to maintain high-order accuracy when coupling to a solid.
However, fractional stepping of u...

creates nonphysical coupling between velocity, pressure, and interface
‚ can limit the order of accuracy

assumes evolution in time at a fixed point in space is smooth
‚ not true where interface changes

Gauge method: reformulate (2) & (3) to solve for a scalar field φ and an
auxiliary vector field m whose divergence-free component is u.

ρ pmt ` u ¨∇uq “ µ∇2m ` f , in Ω

u “ m ´∇φ, in Ω

∇2φ “ ∇ ¨m, in Ω

u is recovered at every instant in time from m and φÑ weaker coupling!
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Eulerian fluid-structure interaction
What about the fluid?

Where’s the pressure?

If m and φ solve the gauge formulation, then u solves

put ` u ¨∇uq “ ´∇
´

ρφt ´ µ∇2φ
¯

` µ∇2u ` f , in Ω

∇ ¨ u “ 0, in Ω

So u solves Navier-Stokes with pressure identified (up to a constant) as

p “ ρφt ´ µ∇2φ.

Boundary conditions are imposed as

m ¨ n “ uD ¨ n, on BΩ

m ¨ τ “ uD ¨ τ `∇φ ¨ τ , on BΩ

∇φ ¨ n “ 0, on BΩ.

A multistep method is used to impose the boundary conditions on m and φ.
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Eulerian fluid-structure interaction
What about the fluid?

Both projection and gauge methods need a way to solve Poisson problems.

The DG framework naturally allows for this!
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Discontinuous Galerkin for elliptic problems

Consider Poisson’s equation on a domain Ω,

´∇2u “ f , in Ω

u “ 0, on BΩ

We can rewrite this as a first-order system:

q ´∇u “ 0, in Ω

´∇ ¨ q “ f , in Ω

u “ 0, in BΩ

A DG method aims to find functions uh and qh in some polynomial space which
approximate the solutions u and q on each element.
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Discontinuous Galerkin for elliptic problems
The weak formulation

Let K be an element in Th and consider the Poisson system over K ,

q ´∇u “ 0, in K
´∇ ¨ q “ f , in K

To obtain the weak form, we multiply by test functions pv ,wq P V p
h ˆW p

h and
integrate by parts to obtain:

pq,vqK ` pu,∇ ¨ vqK ´ xu,v ¨ nyBK “ 0
pq,∇wqK ´ xq ¨ n,wyBK “ pf ,wqK

We now make the following approximations:
Replace pq,uq with pqh,uhq P V p

h ˆW p
h in the bulk

Replace pq,uq with ppqh, puhq on the boundary
Define ppqh, puhq in terms of pqh,uhq
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Discontinuous Galerkin for elliptic problems
The weak formulation

Find pqh,uhq such that

pqh,vqK ` puh,∇ ¨ vqK ´ xpuh,v ¨ nyBK “ 0
pqh,∇wqK ´ xpqh ¨ n,wyBK “ pf ,wqK

for all pv ,wq and for all K P Th. Summing over all elements K yields

pqh,vqTh ` puh,∇ ¨ vqTh ´ xpuh,v ¨ nyBTh “ 0
pqh,∇wqTh ´ x

pqh ¨ n,wyBTh “ pf ,wqTh

for all pv ,wq P V p
h ˆW p

h .

It remains to determine what ppqh, puhq should be
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Discontinuous Galerkin for elliptic problems
The local discontinuous Galerkin method

It can be shown that a good choice for the numerical flux is to “upwind” q and u
in opposite directions:

pqh “ tqhu ´ c11ruhns ` c12rqh ¨ ns
puh “ tuhu ´ c12 ¨ ruhns ´ c22rqh ¨ ns

on internal faces and

pqh “ qh ´ c11uhn
puh “ 0

on boundary faces, where c11, c22 ě 0. Here tvu “ pv` ` v´q{2 and
rvns “ v`n` ` v´n´. The local discontinuous Galerkin method chooses

c11 “ Op1{hq, c12 “ n{2, c22 “ 0.
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Discontinuous Galerkin for elliptic problems
The local discontinuous Galerkin method

With this choice, we can write the Poisson system as

apqh,vq ` bpuh,vq “ 0

´bT
pqh,wq ` cpuh,wq “ `pwq

where

apq,vq “ pq,vqTh

bpu,vq “ pu,∇ ¨ vqTh ´ xtuhu ´ c12 ¨ ruhns, rv ¨ nsyEh

bT
pq,wq “ ´pqh,∇wqEh ` xtqhu ` c12rqh ¨ ns, rwnsyEh

cpu,wq “ pc11runs, rwnsqEh

`pwq “ pf ,wqTh
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Discontinuous Galerkin for elliptic problems
The local discontinuous Galerkin method

Or in matrix form as
„

A B
´BT C

 „

Q
U



“

„

0
L



The LDG choice makes A block-diagonal, and thus easy to invert. We can
therefore eliminate Q by taking a Schur complement to obtain the reduced
system

KU “ L

where K “ C ` BT A´1B.

Upcoming work: Can multigrid be effectively applied to solve this system?

Idea: Coarsen Q and U systems separately
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Goals and future work
(aka my PhD)

Create an optimal complexity spectral element method

Integrate Eulerian fluid-structure interaction into the implicit mesh DG
framework, in 2D and 3D

Develop an effective way to apply multigrid to DG
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Thank you

Thanks for listening!

Thanks to: Chris Rycroft, Alex Townsend, Robert Saye, Jaime Peraire,
Sheehan Olver, Heather Wilber, & Haixiang Liu.
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Thomas algorithm

»

—

—

—

—

—

–

b1 c1
a2 b2 c2

. . . . . . . . .
an´1 bn´1 cn´1

an bn

fi

ffi

ffi

ffi

ffi

ffi

fl

»

—

—

—

—

—

–

x1
x2
...

xn´1
xn

fi

ffi

ffi

ffi

ffi

ffi

fl

“

»

—

—

—

—

—

–

d1
d2
...

dn´1
dn

fi

ffi

ffi

ffi

ffi

ffi

fl

First compute

c1i “

#

ci
bi

i “ 1
ci

bi´aic1i´1
i “ 2, . . . ,n ´ 1

d 1i “

$

&

%

di
bi

i “ 1
di´aid 1i´1
bi´aic1i´1

i “ 2, . . . ,n

Then compute x by backsubstitution:

xn “ d 1n
xi “ d 1i ´ c1i xi`1, i “ n ´ 1, . . . ,1.
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